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On the Dempster-Shafer Theory of Evidence and Some Modifications
of Dempster’s Rule of Combination

1



2



On the characterization and connection
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Summary
In past decades, information theory and physics commu-
nities have shown a plausible interest in the characteri-
zation of information and certainty measures. The mea-
sures have been defined in different ways and with differ-
ent motivations, but all of them share certain basic prop-
erties [3].
The basic measure in information theory is the Shannon
entropy [8] and is defined as linear (trace-form) expecta-
tion of an additive decreasing function of an event prob-
ability called information content. Renýi [7] and Varma
[12] generalizes the Shannon entropy with the additive
information measure which can be represented as quasi-
linear mean of the information content. Havrda and
Charvát [2] and Tsallis [10] consider the entropies which
are the trace form of q-additive [4] information content.
The class of entropies which are quasi-linear mean of
the q-additive information are considered by Sharma and
Mittal [9].
Certainty measures are defined as the average value of
a multiplicative increasing function of the event proba-
bility called certainty content. The certainty measures
which can be represented as the trace form expectation
of the certainty content are Onicesu’s information energy
[5] and order-α weighted information energy introduced
by Pardo [6]. The certainty measures which can be rep-
resented as the quasi-linear expectation are considered
by Lubbe [11] and Bhatia [1].
We characterizes these measures in unique way start-
ing from a set of axioms which are based on common
properties for all of them. According the axiomatic sys-
tem, compassable information/certainty measure is rep-

resented as quasi-linear mean-value of compassable in-
formation/certainty content. The composition operation
is defined using the monotonic function h : R → R, which
is monotonically increasing for the information and mono-
tonically decreasing for the certainty measures.
Particularly, we pay attention to the most common mea-
sures appearing in literature, generated by the polyno-
mial combination operation and define the polynomial in-
formation and certainty measures. It is shown that q-
addition and real product represents the unique polyno-
mial combinations operations which ensure that the infor-
mation content is decreasing and the certainty content is
increasing.

References
[1] P.K. Bhatia. On certainty and generalized information

measures. Int. J. Contemp. Math. Sciences, 5(21):1035–
1043, 2010.
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Summary
The Tsallis entropy was proposed as a possible general-
ization of the standard Boltzmann-Gibbs-Shannon (BGS)
entropy as a concept aimed at efficient characterisation
of non-extensive complex systems. Ever since its intro-
duction [1], it has been successfully applied in various
fields [2]. In parallel, there have been numerous attempts
to provide its formal derivation from an axiomatic founda-
tion, for example [3, 4, 5, 6, 7, 8, 9]. Since the Tsallis
entropy can be considered as a one-parameter gener-
alization of the Shannon entropy in the sense that it re-
duces to the Shannon entropy in limiting case, one way to
attack the problem of its axiomatization is by generalizing
one of axiomatic systems developed for the Shannon en-
tropy. However, it is not always obvious which is the most
appropriate or natural way to do it. For example, different
generalizations of the Shannon-Khinchin axioms have
been proposed by at least three researchers [3, 4, 6].
Various other approaches to the problem of axiomatiza-
tion of the Tsallis entropy have been explored and the
topic continues to be the subject of debate in the scien-
tific community. The debate is not constrained to advan-
tages and disadvantages of a particular axiomatization,
but questions about completeness and correctness also
have been raised. Given the sheer number of the pro-
posed axiomatizations, as well as mentioned issues, it is
not an easy task to comprehend the current state of this
topic. This is not surprising considering the fact that the
Tsallis entropy itself has been rediscovered over times,
independently by several researchers, as noted by Tsal-
lis in [10].
In this talk, we present a brief overview of a class of ax-

iomatic systems purposely developed for the character-
ization of the Tsallis entropy and investigate motivation
for introducing each of them. We explore relationships
among them, and show how one axiomatic system led to
another, building in this way a chronological map of reap-
pearances of definitions the Tsallis entropy and its vari-
ous characterizations in scientific literature. In addition,
we will discuss some of the existing issues and propose
possible solutions, which can be viewed as a contribu-
tion to the problem of axiomatization of the Tsallis en-
tropy [6, 7, 11]. In analysis of various axiomatic systems,
certain concepts which require special attention and dis-
cussion are observed as particularly important. Accord-
ingly, in these discussions we emphasize the role of the
following concepts:

• Additivity – In which way the entropy of a compos-
ite system can be expressed in terms of entropies
of its subsystems? So far, various types of addi-
tivity have been utilized, for example, the pseudo-
additivity, generalized Shannon additivity and gen-
eralized Fadeev additivity.

• Dependency – How dependency of two systems
affects their composition? Some axiomatizations
exploit composition of independent systems, while
others do not make such restrictions.

• Trace-form – Is the trace-form property taken as an
assumption (an axiom) or does it follow as a con-
sequence?
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Summary 

Since the beginning of the nineteenth century, when 
the first needs to introduce a measure of stochasticity 
of given system emerged, until today, when almost 
each system requires the determination of the 
measure of its vagueness, the concept of entropy has 
been evolving. Entropy, as one of the basic notions in 
information theory, roughly defined as measure of 
uncertainty in a random variable, after appearing in 
thermodynamics (Boltzmann’s entropy), naturally 
appears in information theory (Shannon’s entropy) 
and measure theory, and finally in theory of dynamical 
systems (Kolmogorov–Sinai entropy) [2]. Ergodic 
theory, which studies dynamical systems with 
invariant measure, enables defining concept of 
entropy, completely different from the one which is 
typical for stochastic systems. Entropy in deterministic 
systems will be our main subject. The evolution of the 
notion of entropy is under our scope, as well as some 
theorems concerning ergodic-theoretic entropy. 
 
One of the major questions of ergodic theory is the 
classification of dynamical systems [5,6,7], i.e. 
whether two systems are isomorphic to one another. 
Attaching isomorphism invariants to system, such as 
ergodicity, weak and strong mixing, periodicity, helps 
answering the previous question. The entropy of a 
dynamical system is an example of invariant, so it is 
used for system classification. We present one way of 
logical systems classification regarding their 
entropies. 
 
The concept of generalized  Shannon’s entropy – 
entropy of a partition and the logical system 
represented by its Linednbaum-Tarski algebra makes 
it possible to define the entropy of a many-valued 
propositional logic [1,3,4]. Our finite measure of 
uncertainty H of a finite-valued logic monotonically 
increases with the growth of truth values number. This 
measure is sensitive on both the number m of truth 
values of an m-valued logic, and on the number k of 
its designated (true) values. The definition of a logical 
system entropy we proposed, allows to classify finite-
valued propositional logics.  
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Summary 

Since there have been only a few studies on the 
choice of the optimal wavelet basis in signal 
processing reported up until now [1], there is no 
comprehensive and systematic study that addresses 
this issue. Recently, we have studied this problem 
from the aspect of self-organization [2] based on the 
multifold and multidisciplinary approach to the 
analysis of temporal or spatiotemporal data, which 
resulted in the resolvment of several important data-
related problems simultaneously. Namely, the method 
enables determination of the optimal wavelet basis, 
quantifies statistical complexity and self-organization 
of the system under study and performs superior 
noise reduction. Additionaly, the method offers new 
perspective on prediction using the concepts of 
information theory applied to self-organizing 
phenomena. 
 
The wavelet transform decomposes the signal in 
terms of the shifted and dilated versions of the 
prototype bandpass wavelet function (mother wavelet) 
and shifted versions of the lowpass scaling function 
[3]. The wavelet decomposition tends to be sparse in 
the sense that most of the signal energy 
is distributed into small number of large (yang) 
coefficients while the rest of the energy is dispersed in 
the small (yin) coefficients. The distribution 
of the wavelet coefficients density can be modeled by 
a mixture of two Gaussians, with each component 
corresponding to the yin and yang states of the 
coefficients. Thus to each coefficient corresponds 
hidden (unknown) yin or yang state, and the 
dependency between hidden states within and across 
resolution levels is modeled by the Hidden Markov 
model [4]. The hidden states are considered as 
causal states in the sense that they show how one 
state of affairs leads to another, future one.  
 

The complexity of the system is identified with an 
amount of information needed to specify its causal 
state. The local statistical complexity is defined as the 

entropy of local causal state )),((),( txSHtxC   

and the optimal basis is chosen as the one which 
maximizes the global complexity defined as 

)(SHC  , where S  is the joint distribution of all 

hidden variables of the wavelet tree. 
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Summary
The concept of entropy as defined by Shannon [1] is
a fundamental concept in information theory since de-
scribes the amount of information carried by a signal and
it applicability greatly transcends the field of information
theory in a narrow sense. The estimation of entropy is an
important task and there is a variety of methods to per-
form it. We are discussing the method introduced in [2]
defined as follows.
Consider an alphabet A and the set A∗ of all finite words
over A. For a given vector f = f1f2 · · · ft ∈ A∗ of length
t, we consider a possible subvector v = v1, v2, · · · , vk,
k ≤ t. The rate of occurrences of v in f is denoted as
νf (v).
For any 0 ≤ k ≤ t, the empirical Shannon entropy of
order k is estimated as [2]

h∗
k = −

∑

v∈Ak

νf (v)

(t − k)

∑

a∈A

νf (va)

νf (v)
log

νf (va)

νf (v)
.

By using this expression, to calculate the entropy esti-
mate, it is necessary to determine the number of occur-
rences of all possible subvectors v of length k in f . This
can be done by a brute force method by a moving window
of length k over f and increasing an appropriate counter
for each encountered subvector. This is, however, a com-
putationally demanding task. The amount of computa-
tions can be reduced if the underlying data structure is
selected such that properties of the binary sequence f
are taken into account. Decision diagrams for the rep-
resentation of binary sequences f of length equal to a
power of 2 are a data structure in which repeated iden-
tical subvectors are removed. Therefore, decision dia-
grams are a suitable data structure for computing the en-
tropy estimates as defined above. This is a motivation to
discuss in this paper a method for computing the entropy
estimates of binary sequences of length t = 2n for k = 2.
The method is based on the following observations. The
left and the right part of a given f are fs1 = f1f2 · · · f t

2

and fs2 = f t
2+1f t

2+2 · · · ft. Then, obviously, the number

of occurrences of a subvector v of length k = 2 is

νf (v) = νfs1
(v) + νfs2

(v) + c,

where c takes into account the case when v occurs ex-
actly at the split of two halves of f so that its first charac-
ter is in fs1 while the second is in fs2. Thus, if v = v1v2,
then

c =

{
1, if v1 = f t

2
and v2 = f t

2+1,

0, otherwise.

This observation can be recursively applied by splitting
f into shorter and shorter subvectors until subvectors of
length 2. Whenever a subvector v identical to a particular
segment of f is noticed, νf (v) is increased for 1. This
leads to a recursive procedure that resembles the recur-
sive structure of a binary decision tree. Binary decision
diagrams (BDD) are derived by reduction of binary deci-
sion trees by removing identical subvectors in sequences
to be represented. The reduction rules are defined such
that the BDD for a given f contains the complete infor-
mation about f . Therefore, the procedure for computing
the entropy estimate can be implemented over the BDD.
This allows to avoid repeated computations and ensures
the efficiency of the procedure.
This method was originally presented in [3] and also fur-
ther discussed in [4].
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[3] Stanković, S., Astola, J., “Calculating entropy estimate us-
ing Binary decision diagrams”, Proc. XI International Sym-
posium on Problems of Redundancy in Information and
Control Systems, Saint Petersburg, Russia, July 02-06,
2007, 32-36.
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Summary 

One of the problems of standard probability 
approaches is the absence of any quantification for 
confidence in our beliefs. For instance, let’s consider a coin 
where we don't know if it is fair or not (it can even have 
heads on both sides). If we know nothing about this coin, a 
Bayesian approach would assign the prior probabilities 
P(Head)=P(Tail)=0.5. So it is clear that a single probability 
in Bayesian approach does not capture how uncertain we 
are about first-step prior probabilities. Insufficient precision 
may also occur in a case of so called subjective uncertainty 
due incomplete set of data, measurement error or 
subjective interpretation of available data.  

An approach to addressing this problem is to 
consider an interval of probabilities, specifying reasonable 
upper and lower bounds on what is reasonable to believe 
the probability lies. For example, if experimental coin has 
never been flipped and so we know nothing about it, our 
belief about the coin coming up heads might be between [0, 
1]. In contrast, after flipping the coin theoretically infinite 
number of times and so finding it fair, our belief in the coin 
coming up heads would be close to [0.5,0.5].  

One of the ways to address this problem and 
compute this intervals so overcoming this limitations of 
probabilistic method is proposed by Arthur P. Dempster and 
Glenn Shafer [3]. It is now known as as Dempster-Shafer 
evidence theory and it caught considerable attention by AI 
researhes in the early 1980s, when they were trying to 
adapt probability theory to expert systems. The ideas on 
which Dempster-Shafer theory is based on are (1) the idea 
of obtaining degrees of belief for one question from 
subjective probabilities for a related question and (2) 
Dempster's rule for combining such degrees of belief when 
they are based on independent items of evidence. Both of 
them are considered in this paper through formalized form 
and examples.  

However, Dempster’s rule of combination has 
been widely criticized as it sometimes gives unreasonable 
results, which we showed through convenient examples. 
Some of the examples for modifications of Dempster’s rule 
are given in [4] (for problems in data fusion and pattern 
recognition), and [6] (for an infinite number of cases where 
Dempster’s rule does not respond adequatly even when the 
level of conflict is low). Here we consider modifications of 
Dempster’s rule of combination for the problems of high 
conflict situations [2, 5, 8]. We pay the special to [8]  which 

gives better results than [2, 5], as it is shown. We also offer 
some possibilities for it’s improvement. 

 

References 
 

1. D.Dubois and H.Prade, Default reasoning and possibility theory, 
Artificial Inteligence, (1988), 35, 234. 

2. F, Campos and S Cavalcante, An Extended Approach for 
Dempster-Shafer Theory, Information Reuse and Integration, 
(2003). 338-344. 

3. G.Shafer, A mathematical Theory of Evidence, Princeton 
University Press, Princeton, (1967). 

4. G. Xin, Y. Xiao, and H. You, An Improved Dempster-Shafer 
Algorithm for Resolving the Conflicting Evidences, International 
Journal of Information Technology (2005), 11, 68. 

5. H. Deqiang, H. Chongzhao, and Y. Yi, A modified evidence 
combination approach based on ambiguity measure, 
Proceedings of the 11th International Conference on 
Information fusion, (2008), pp.1-6. 

6. J. Dezert and A. Tchamova, On the behavior of Dempster’s rule 
of combination, Intelligent Systems (IS), 6th IEEE International 
Conference, (2012), 108-113. 

7. L.A. Zadeh, A Simple View of the Dempster-Shafer Theory of 
Evidence and its Implication for the Rule of Combination, AI 
Magazine Volume 7 Number 2 (1986). 

8. T. Ali, P. Dutta, and H. Boruah, A New Combination Rule for 
Conflict Problem of Dempster-Shafer Evidence Theory, 
International Journal of Energy, Information and 
Communications, 3, 1, (2012)  

       *The author is supported by the project of Ministry of Education, Science and Technological Development of Republic of Serbia, 
III44006 

 
10



SESSION 2

Complex networks

Chairman – Zoran Ognjanović
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Slobodan Maletić1, Milan Rajković2

1
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Summary
Physics (and mathematics) of complex systems formed
by the large number of elements interacting through pair-
wise interactions in highly irregular manner, is the most
commonly restricted to concepts and methods of the
graph theory [1]. Such systems are called complex net-
works and notions of ”graph” and ”complex network” are
used interchangeably. The achievements of the com-
plex networks research are important for modern world
and largely reshape our notion of a large class of com-
plex phenomena, primarily because seemingly random
and disorganized phenomena display meaningful struc-
ture and organization. The same stands also for the ag-
gregations of complex network’s elements into communi-
ties (modules or clusters) [2], which as a major drawback
has that they are restricted to the collections of pairwise
interactions.
In the present research we start from typical properties
of complex systems and show that simplicial complexes
are the most suitable for the mathematical representation
of those properties. In that way, the phenomena related
with the complex systems, and hence with the complex
networks, are placed in the mathematical framework of
combinatorial algebraic topology. Redefining the notions
of structure and substructure of complex systems, exem-
plified by complex networks, are given a new meaning
through the changing the notion of community, by defin-
ing a simplicial community [3] which are characterized
by the higher-order aggregations of network elements.
It has been shown that aggregation of multidimensional
simplices emerge as the natural substructure of complex
network. It was further shown that simplicial complexes
may be constructed from complex networks in several dif-

ferent ways, indicating the possible different hidden orga-
nizational patterns leading to the final structure of com-
plex network and which are responsible for the network
properties. In the present thesis two simplicial complexes
obtained from complex networks are studied: the neigh-
borhood [4] and the clique complex [3].
Topological quantities, like structure vectors, Betti num-
bers, combinatorial Laplacian operator are calculated for
diverse models real-world networks. Properties of spec-
tra of combinatorial Laplacian operator of simplicial com-
plexes are explored, and the necessity of higher order
spectral analysis is discussed and compared with results
for ordinary graphs. The relationship of properties re-
sulting from combinatorial Laplacian spectra with con-
nectivity properties stored in the Q-vector is analyzed
and discussed. The basic statistical features of complex
networks are preserved by algebraic topological quanti-
ties of simplicial complexes, indicating possible presence
of the so far unknown generic mechanisms in the com-
plex networks formation. All results support the neces-
sity of developing a novel research field, called statistical
mechanics of simplicial complexes as a unifying theory
of the complex systems represented by simplicial com-
plexes.
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Summary 

In recent decades, there has been a rapid growth of 
published scientific papers. As a consequence, it 
became of crucial importance to have mechanisms for 
organizing them in an efficient way. With these tools, 
information can find their way and be presented 
differently to individual researchers. Digital libraries, 
such as Google Scholar, Microsoft Academic 
Research, DBLP etc., have made significant effort in 
order to enable fast search. These huge amounts of 
information are not only challenge for the ability to 
quickly retrieve data. Ranking, filtering, and 
recommender systems are important when dealing 
with large data sets. In addition, presenting results in 
a traditional way – as a sequence of sorted answers 
to a query, usually does not enable deep investigation 
of properties of an individual item (like time 
dependency, etc.). All these issues present a 
motivation for developing new search/results 
presentation standards. In order to be effective, 
experiments have to include data analysis customized 
according to specific properties of scientific literature. 
A particular significant topic in recent decades has 
been developing bibliometric measures for estimating 
impact of an individual paper or a journal.  

In this paper, we present a system that we developed. 
The system enables retrieval and analysis of 
information about scientific literature according to 
these standards. Online academic database Microsoft 
Academic Search (MAS) is used as a data source for 
the developed system. Data obtained as an answer to 
a particular query are processed by several modules: 

- Web crawler, 
- Sub-graph selector, 
- Data analyzer, 
- Data visualizer. 

Web crawler module is used for collection and 
interpretation of data from the Internet. For each 

paper, the following information is automatically 
collected: 

- Title, 
- Authors, 
- Journal/Conference, 
- Year of publishing, 
- References. 

Collected data are organized in a graph structure. 
Papers and authors are represented by graph nodes 
which are connected by edges according to citation 
relationships. 

From the obtained graph, Sub-graph selector extracts 
specific problems as sub-graphs. The main purpose 
of this module is to reduce the amount of information 
and adapt graph structure. As a consequence, this 
improves performance of further data processing. The 
resulting sub-graph can represent citation 
relationships among authors, papers, or journals. In 
addition, it can be filtered using some parameters, for 
example, year of publishing. 

In order to evaluate impact of an individual author or 
paper, various metrics have been proposed [1, 2, 3, 
4]. We implemented several of these measures in 
Data analyzer module, which enables comparison 
among them and selection of the most appropriate for 
the specific application. 

Visual interpretation of analyzed data is performed by 
the visualizer module. The visualizer is able to 
represent the graph structure in one of the following 
ways:  

- Table,  
- Drawn graph, 
- Structure adapted for some specialized 

visualization tool. 

Table representation is mainly for testing purposes of 
large-scale graphs. Smaller and middle scaled graphs 
are suitable for the drawn graph representation. 
Layout of such graphs is obtained by implementing 
Spring Algorithm [5, 6]. For large-scaled graph 
visualization, our system outputs graph in a format 
adequate for some of the professional tools. In this 
paper, Gephi software tool [7] is used for managing 
huge number of nodes and some further analyses. 

       * The first author is supported by the Ministry of Education, Republic of Serbia, Grant No. III44006 
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This is an open source software tool which supports a 
number of plug-ins, such as filters based on different 
node and edge parameters. 

In this paper, we presented a system for citation 
analysis and discussed the technology and tools for 
its realization. The main idea was to retrieve data 
about papers and their authors from the Internet and 
determine influence and relations between them. 
Visual representation as citation graphs can help 
researchers to widen their view about scientific topics 
or papers. Scientific structure and connections among 
papers enable comparison of impact among various 
papers. Possible directions for future work include 
identifying critical focuses in research domains [8], 
clustering literature according to scientific area [9], 
and discovering scientific communities.   
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Summary
A decentralized Peer-to-Peer system (P2P) [3] involves
many peers (nodes) which execute the same software,
participate in the system having equal rights and might
join or leave the system continuously. In such a frame-
work processes are dynamically distributed to peers, with
no centralized control. P2P systems have no inherent
bottlenecks and can potentially scale very well. More-
over, since there are no dedicated nodes critical for sys-
tems’ functioning, those systems are resilient to failures,
attacks, etc.
P2P systems are frequently implemented in a form of
overlay networks [7], a structure that is totally indepen-
dent of the underlying network that is actually connect-
ing devices. Overlay network represents a logical look
on organization of the resources. Some of the overlay
networks are realized in the form of Distributed Hash Ta-
bles (DHT) that provide a lookup service similar to a hash
table; (key, value) pairs are stored in a DHT, and any
participating peer can efficiently retrieve the value asso-
ciated with a given key. Responsibility for maintaining
the mapping from keys to values is distributed among the
peers, in such a way that any change in the set of partic-
ipants causes a minimal amount of disruption. It allows a
DHT to scale to extremely large number of peers and to
handle continual node arrivals, departures, and failures.
The Chord protocol [4, 5, 6] is one of the first, simplest
and most popular DHTs. The paper [4] which introduces
Chord has been recently awarded the SIGCOMM 2011

Test-of-Time Award.
Our aim is to verify correctness of the Chord protocol us-
ing Isabelle/HOL proof assistant. This is motivated by
the obvious fact that it is difficult to reproduce errors in
concurrent systems or just by program testing.
The specification of the Chord presented in this paper
has been written following the implementation [1] of the
high level C++-like pseudo code from [6], and the Ab-
stract State Machine specification given in [2].
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Summary
Overlay networks have recently been identified as a
promising model that could cope with the current issues
of the Internet, such as scalability, resource discovery,
failure recovery, routing efficiency, and, in particular, in
the context of information retrieval. One of the main
problems of overlay networking is how to allow differ-
ent overlay networks to interact and co-operate with each
other. When it comes to the overlay networks that have
already been developed, one can perceive a great extent
of heterogeneity between them. In most cases, this het-
erogeneity renders them unable to co-operate, commu-
nicate, and exchange resources with one another with-
out resorting to the costly, non-scalable, and security-
compromising operation that is overlay merging.
On the other hand, there are many situations where dif-
ferent overlay networks could benefit from co-operation
for various purposes. In the context of large-scale infor-
mation retrieval, several overlays may wish to offer an
aggregation of their resources to their potential common
users, without relinquishing control over them.
One of the possible solutions for the inter-connection of
heterogeneous overlay networks is the Synapse proto-
col, introduced in [2, 5, 6]. It is a generic and flexible
meta-protocol that provides simple mechanisms and al-
gorithms for easy interconnection of overlay networks.
The first contribution of this presentation, motivated by
the ever-growing need for formal correctness, will be the
formal specification of Synapse within the formalism of
Abstract State Machines (ASM), introduced in [1, 3, 4]
and able to simulate arbitrary algorithms (including pro-
gramming languages, architectures, distributed and real-

time protocols, etc.) in a direct and essentially coding-
free way.
In addition to the specification of Synapse in ASM, we
will provide a probabilistic estimate on the exhaustive-
ness of the Synapse protocol across a number of scenar-
ios. To summarize, in this presentation we aim to: give
a specification of the Synapse protocol using the formal-
ism of ASM, theoretically analyze the exhaustiveness of
the Synapse protocol, and describe and run the corre-
sponding experiments, in order to validate the obtained
theoretical results.
In doing so, we provide a starting block from which fur-
ther formal analysis of the Synapse protocol can be per-
formed, as well as an easy mechanism for estimation of
the exhaustiveness of the Synapse protocol, justified by
the performed experiments.
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Summary 

An energy management system is a set of 
interconnected or interactive elements used to 
establish energy policy and objectives and to 
accomplish those objectives. Such a system is 
established on various levels: organization, local 
community, and the state. Energy management 
system on the level of an organization is defined by 
ISO 50001. The standard specifies the requirements 
for establishing, implementing, maintaining, and 
improving the energy management system, which 
allows the organization to continually improve energy 
performance and energy efficiency and to preserve 
energy. 
The development of telecommunication and 
information technologies caused a rapid development 
of transportable and electric distribution grids. The 
concept of smart grids pertains to all components of 
the production, transfer, and distribution of electricity. 
Therefore, it is also necessary to define the 
integration of different management systems into a 
single complex system using the principles of 
interoperability aimed at [1]: 
� improved functioning (connection improvement) of 

all system elements and technologies,  
� enabling end-users to participate in system 

operation optimization,  
� giving end-users more information on system 

operation and the choice of a provider, 
� significantly reducing the impact of the 

environment on the entire electricity supply 
system, and 

� significantly increasing the degree of supply 
reliability and security. 

In addition, traditional distribution grids are faced with 
increased demands to use new technologies and to 
extend functionality. 
A smart grid is usually defined as an electrical grid 
that intelligently integrates the actions of all users 
connected within it – producers, consumers/end-
users, and those who are both, with the purpose of 

efficiently producing electricity and delivering it 
sustainably, economically, and safely. 
So far, several terms have been used to denote this 
step forward toward new grids: advanced distribution 
grid, smart grid, intelligent grid, or adaptive grid.  
In the EU, the concept of smart grids was adopted in 
2005, as an official document of the European 
Commission through the European Technology 
Platform Smart Grids. In 2007, it was more precisely 
defined through the Strategic Research Agenda [2,3]. 
In April 2010, the Strategic Deployment Document for 
Europe Electricity Networks of the Future [4]. In early 
April 2011, the European Commission issued a 
statement reiterating the need to improve the existing 
grids, listing the following as the main objectives [5]: 
increased use of renewable electricity sources, grid 
security, energy conservation and energy efficiency, 
and deregulated energy market. 
Unfortunately, unlike Europe, Serbia has not defined 
a complete strategy regarding the adaptation to new 
requirements and technologies.  
After the pioneering project by the Electric Power 
Industry of Serbia “Vučje – Smart Grid City” [6], smart 
grid projects remained only at the level of certain, less 
important, aspects of remote electric meter reading. A 
significant step forward in this direction was made 
only with the projects financed by the Serbian Ministry 
of Education, Science and Technological 
Development. Only through a thus defined rigid formal 
framework is it possible to unite the regrettably 
divergent and solitary cases of smart grid 
development in our country. 
Energy system development must be in keeping with 
the strategy for sustainable, competitive, and safe 
energy, which primarily implies: competitiveness, use 
of different energy sources, sustainability, innovation, 
and technological improvement [7]. The result of 
energy system development is reflected in energy 
performance. 
Energy performance refers to quantifiable results 
pertaining to energy (e.g. energy efficiency, energy 
intensity, or specific energy consumption). Energy 
performance indicators are quantitative indexes of 
energy performance. 
The key energy performance indicators were defined 
in 2005 as a result of cooperation between several 
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international organizations – global leaders in energy 
and environmental statistics and analysis: 
International Atomic Energy Agency (IAEA), United 
Nations Department of Economic and Social Affairs 
(DESA), International Energy Agency (IEA), European 
Environment Agency (EEA), and the Directorate-
General of the European Commission for statistics – 
Eurostat. The key energy performance indicators 
include a set of 30 indicators: 4 social indicators, 16 
economic indicators, and 10 environmental indicators. 
The American Energy Institute combines 37 metrics 
within four sub-indexes that define the four major 
areas of energy security: geopolitical, economic, 
reliability, and environmental. These are subsequently 
used to determine the aggregate index of energy 
security and are weighted as follows: geopolitical 
30%, economic 30%, reliability 20%, and 
environmental 20%. The values of the U.S. Energy 
Security Risk Index were determined based on the 
data for the period between 1970 and 2010, and 
predicted for the period between 2011 and 2035 [8]. 
The indicator values do not merely represent data but 
the basis for communication between stakeholders 
regarding sustainable energy use. Each set of 
indicators (social, economic, or environmental) 
expresses specific aspects or impacts of energy 
production and use.  
From the standpoint of manufacturers of intelligent 
power grid, the most important standards are those 
dealing with the technical details of information 
security applicable to the design of the device. To IEC 
62 443 are in the field of SCADA devices, IEC 62 351 
in the field of intelligent reading, and NIST 800-53 in 
validation, testing and documentation of computer 
security. 
On the other hand, for the comprehensive information 
security policy standardiziovanje elektrodistributivnog 
most companies are ISO/IEC 27000, CPNI 
recommendations, and the NERC CIP standards. 
For electric power companies in Europe the selection 
of IT security standards is clear - ISO / IEC 27000. It 
must be the basis for risk assessment, security 
policies and plans to control and overcome the risks. 
In practice, the problem arises with the 
implementation of this standard because it is too 
generic. It is therefore recommended to use other 
standards, particularly NERC CIP and CPNI 
recommendations where necessary to develop 
specific procedures and plans to overcome the risks. 
The choice of adequate activity for planning smart 
grid development is a complex and difficult task. This 
is due to three main reasons: (1) presence of various 
alternatives; (2) existence of multiple criteria 
(economic, technical, environmental, etc.) to be met 
simultaneously, although they are often 
incommensurable and incomparable; (3) renewable 
energy sources in a distribution grid must be 
optimized based on operational needs and on 
algorithms used for the optimization.  

Consequently, it is necessary to perform a multi-
criteria analysis in the process of smart grid 
development [11].  
This paper proposes a new algorithm, which uses the 
fuzzy max-min and AHP methods for multi-criteria 
decision making. Based on dynamic fuzzy matching 
of alternatives, the method determines the activity 
timetable for distribution system planning.  
The method is illustrated on the example of 
equipment replacement in 35/10 kV distribution 
substations. 
We proved that the method is highly successful in the 
evaluation of alternatives in the presence of 
heterogeneous criteria. 
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Ivan Živković, Predrag Stanimirović
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Optimization Problems Time/Cost Tradeoff by Using Monte Carlo
Methods

Predrag Popović
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Summary
Lately, neural networks have shown huge potential as
parallel distributed computational models for solving
many computationally challenging problems. It is demon-
strated that neural networks can be used effectively for
the identification and control of nonlinear dynamical sys-
tems. Approach for identification of nonlinear dynamic
system using neural networks is to involve the dynamic
differential equation into each of the neural network pro-
cessing elements to create a new type of neuron called
a dynamic neuron. Since differential equations are in-
volved in the processing, these approaches cannot take
full advantage of the neural network operation. For struc-
tural dynamic model identification, the knowledge of sys-
tem dynamics is useful. Each neuron i is characterized
by its state, Xi, which belongs to some compact set
I ∈ RM . M is the number of variables characterizing
the state of one neuron(we assume that all neurons are
described by the same number of variables). A typical
example is M = 1 and Xi = Vi is the membrane poten-
tial of neuron i and I = [Vmin, Vmax].
We consider the evolution of N neurons, given by a de-
terministic dynamical system of type

dX(t)

dt
= Fγ(X, t)

The variable X = {Xi}Ni=1 represents the dynamical
state of a network of N neurons at time t. We use the
notation V instead of X when neurons state is only deter-
mined by membrane potential whereas we use the gen-
eral notation X when additional variables are involved.
Recently, a number results related to the application of
neural networks in solving a variety of matrix algebra

problems has been published. Different types of neu-
ral networks have been introduced to solve systems of
linear algebraic equations. The authors of the papers
[3, 15] proposed a recurrent neural networks for solv-
ing simultaneous linear algebraic equations. Wang in
[12, 13, 16] proposed a gradient neural network to solve
simultaneous linear equations. In [16], it is verified that
proposed recurrent neural networks are asymptotically
stable in the large and capable of computing inverse ma-
trices and solving Lyapunov matrix equations. Two three-
dimensional structured networks for solving linear equa-
tions and the Lyapunov equation are developed in [19].
Neuron-like network architectures for computing eigen-
values and eigenvectors of real matrices is investigated
in [4, 10]. Two recurrent neural networks for computing
LU decomposition and Cholesky factorization are pre-
sented in [17]. Also, in [17] it is proven that the proposed
recurrent neural networks are asymptotically stable in the
large.
A variety of other matrix algebra problems has been
solved by using neural networks in [1, 5, 20].
Matrix inversion has been widely used in a variety of ap-
plications such as robotics, control, and signal .process-
ing. For many large-scale problems, the orders of the
matrices are very large and large-scale inverse matrices
often need to be computed in real-time for monitoring and
controlling dynamic systems. Large matrix inversion us-
ing existing algorithms in real-time is usually not efficient
due to the nature of the sequential processing. For such
applications, parallel distributed processing is more de-
sirable.
Also, nonlinear and linear recurrent neural network mod-
els have been developed for the inversion and general-
ized inversion of square and full-rank rectangular matri-
ces in [7, 8, 14, 16]. A number of various recurrent neu-
ral networks for computing generalized inverses of rank-
deficient matrices are developed in [18, 21].

∗The first author is supported by the the Research Project III 044006 of the Serbian Ministry of Science
†The second author is supported by the Research Project 174013 of the Serbian Ministry of Science.

23



The Moore–Penrose inverse is a generalization of the
usual inverse of a nonsingular matrix to the set of sin-
gular or rectangular matrices. The Drazin inverse is a
kind of generalized inverse of a matrix only defined for
square matrices. This kind of inverse has been applied to
various fields, for instance, singular linear systems, finite
Markov chains, singular differential and difference equa-
tions, multibody system dynamics etc. (see, [2, 6, 9, 11]).
In the monograph [2] as well as in the papers [22, 23] it
is showed that the Drazin inverse solution solves a lin-
ear system Ax = b under certain conditions. It is also
known result that the Drazin inverse solution represents
the minimal P -norm solution of the linear system Ax = b
[22].
In this paper, we develop a linear recurrent neural net-
work for computation of the generalized inverse of a sin-
gular matrix as well as for computation of the inverse of a
regular matrix. Similarly with the recurrent neural net-
works for matrix inversion developed earlier, proposed
neural network is also composed from a number of in-
dependent sub-networks corresponding to columns of a
pseudo inverse matrix. The proposed recurrent neural
network is shown to be capable of computing the gener-
alized inverse of a singular matrix. The performance of
the proposed recurrent neural networks is demonstrated
by means of several numerical examples.
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Summary
The report about the cash flow is an important thing of the
analysis considering the fact that the possibility of manip-
ulation with accounting rules, as far as incomes and ex-
penses are concerned, is significant which reduced the
efficiency of the success balance as the analysis sub-
ject and increased the influence of the reports about the
money flows. This report is regulated MRS 7. The report
about the money flows and makes the obligatory financial
report. Cash flows are inflows and outflows of cash and
cash equivalents. Inflows and outflows of cash arising
through, checking accounts (local currency and foreign
currency), including of compensation, assignment and
assignment carried out through these accounts. Neural
networks can be used for prediction, classification, and
association in various problem areas. We chose to test
them on a projection of cash flows because of the pres-
ence of non-linearity and uncertainty. Reason for choos-
ing neural networks is that they are robust tool designed
to work with large amounts of fluctuating data and data
with disabilities, including hidden non-linear dependence.
Neural networks are composed of two or more layers or
a set of processing elements called neurons. Neurons
are connected to the network in such a way that the out-
put of each neuron is input to one or more other neurons.
There are three main types of neuron layers: input, hid-
den and output. The input layer receives input from ”out-
side” of the environment and sends it to one or more hid-
den layers. In the hidden layer neurons of the information
is processed and sent to the neurons in the output layer.
Information then travels back through the network, and
the values of weight connections between neurons are
adjusted according to the desired output. The process
is repeated on the network in as many iterations as nec-
essary to reach the nearest exit is desired (real) output.

Neural network is basically a process in which the sys-
tem comes to the value of weight connections between
neurons. The aim of this research is the survey of the
system for the projection of cash flows using neural net-
works. The research results are applied to example of a
real firm. The idea of the research is to show the ability
of predicting of “moving” AOP positions by using Neural
network back propagation.
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Summary
The goal of project is to shorten the project duration and
cost. Uncertainties are always a reason to delay the
project and exceeding budget. Difficult to balance the
duration of the project and its cost. Knowing the criti-
cal path, project manager and his team can use a vari-
ety of techniques to shorten the duration of the project.
Crashing is a technique that allows an optimal reduc-
tion of time and cost to the project. It reduces the time
with the least expense. This technique is also known
as time cost tradeoffs. Crashing is the process of re-
ducing the duration of critical path activities by allocating
more resources to those activities or change their size.
Some activities (or all) can be accelerated by increas-
ing the funds. The aim is to reduce the cost and time of
the project. In project management, time and cost are
two control factors. The project should be completed on
time. However, the project implementation is influenced
by the uncertainty that extends the life of the project. De-
lay produces a number of effects on the poor perform-
ers that cause loss of profits. The problem of optimiza-
tion of this problem is NP hard. Therefore, most schol-
ars resolve this problem heuristic methods. The aim of
this paper is to solve this problem by the fuzzy Monte
Carlo method. The results are applied to a real exam-
ple. One of the most popular applications of the Monte
Carlo algorithms is in the field of finance. Monte Carlo
methods aid the analysis of financial instruments, port-
folios, and assets. When a financial instrument or asset
is being analyzed to label its value, many complex equa-
tions, the values of which may be uncertain, are used to
reach a final answer. Since Monte Carlo methods work
well with highly complex equations, their use becomes
vital in the calculation of uncertain values, which then in
turn help analyze the final value of the instrument or as-
set in question. A specific ‘Monte Carlo Option Model’
is used to evaluate future prices of options. Many uncer-

tain values affect the final value of these financial options;
Monte Carlo methods use random number generation to
lay the various price paths and then calculate a final op-
tion value. The study proposes a framework incorporat-
ing the Fuzzy Monte Carlo simulation approach to ana-
lyze the project completion probabilities among various
time/cost constraints.
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[9] Glišović Nataša, Almeida Ribeiro Rita, Milenković Miloš,
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[10] Glišović Nataša, em Time-cost Trade-off Analysis of
Project Using Fuzzy-Genetic Approach, Economics and
social science, (2013), vol. 13 br. , str. 121-126

[11] R. Zarei, M. Amini, A. H. Rezaei Roknabadi and M. G.

Akbari, Some fuzzy stochastic orderings for fuzzy ran-
dom variables, Fuzzy Optimization and Decision Mak-
ing, Volume 11, Number 2 (2012), 209-225, DOI:
10.1007/s10700-012-9121-1

27



Option Pricing Using Monte Carlo Maximum Entropy Approach
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Summary
In the world of finance, pricing options arises as an every
day issue. Since there is a great variety of types of op-
tions investors face with problems that can be very com-
plex. One of the successful technic in option pricing is
Monte Carlo method. By simulating the underling asset’s
price we can predict the price of the option at any time.
Difficulties that arise here is in simulating the evolution of
the price. If we can capture behavior of market data with
mathematical model we will be able to understand what is
going to happened after some time period. These kind of
models are probabilistic. Tendency to model these data
with normal distribution are often misleading. Because of
skewness and leptokurtic behavior some alternative ap-
proaches are needed. Thus, we suggest a density func-
tions based on maximum entropy approach. We discus
q-Gaussian density function and suggest general density
function derived from maximizing Shannon’s entropy af-
ter introducing additional parameter. Some discussion on
these functions can be found in [6] as well as application
on the real data from the NYSE. Practical aspect of these
functions are also discussed in [2] and [5].
In this paper we focus on pricing American options.
American option is a contract to buy or sell an underlying
asset under predefined price at any time during the con-
tract validity. Since the options can be executed at any
time the problem of pricing the security becomes very
complex. Future payoff depends not only on final value
of the underlier but on all values it takes during the life of
the contract. One successful method to price American
options is presented in [3]. This method is based on the
least square Monte Carlo approach but it is derived un-

der the assumption that underlying assets evolve under
normal distribution. Further properties of this algorithm
is discussed in [4]. We implement this method based
on maximum entropy distribution functions. By using q-
Gaussian function we are able to model non gaussian
properties by changing value of the parameter q. On a
simple model we explain how this algorithm works. Fur-
ther, we perform simulation of this algorithm on a real op-
tion pricing problem and discuss obtained results. Some
aspects of evolution of stock prices under maximum en-
tropy distribution is also presented in [1]. We also sug-
gest further modifications of the method. By introducing
additional parameter we extend simple exponential so-
lution forms that figures in maximum entropy distribution
to more general exponential forms that are more flexible
and can be adjusted to model a bigger scope of a data.

References
[1] Bartiromo, R., Maximum entropy distribution of stock price

fluctuations, Phisica A 392, (2013), 1638–1647.

[2] Gencay, R., Gradojevic, N., Crash of ’87 - Was it ex-
pected? Aggregate market fears and long-range depen-
dece, Journal of Empirical Finance 17, (2010), 270–282.

[3] Longstaff, F.A., Schwartz, E.S., Valuing American options
by simulation: a simple least-squares approach, Review
of Financial Studies 14, (2001), 113–147.

[4] Manuel, M., Javier, N.F., On the Robustness of Least-
Squares Monte Carlo (LSM) for Pricing American Deriva-
tives, Review of Derivatives Research 6, (2003), 107–128.

[5] Namakia, A., Koohi, L.Z., Jafari, G.R., Raei, R., Tehrani,
R., Comparing emerging and mature markets during times
of crises: A non-extensive statistical approach, Phisica A
392, (2013), 3039–3044.

[6] Park, S.Y., Bera, A.K., Maximum entropy autoregressive
conditional heteroskedasticity model, Journal of Econo-
metrics 150, (2009), 219–230.

28



 

Fuzzy AHP Ranking of Occupational Safety System Quality 
Indicators  

Suzana Savić1, Miomir Stanković2 , Goran Janaćković3 

 
1,2,3

University of Niš, Faculty of Occupational Safety, Čarnojevića 10a, Serbia 
*
 

 

E-mail: 
1
suzanasav@gmail.com, 

2
miomir.stankovic@gmail.com, 

3
janackovic.goran@znrfak.ni.ac.rs 

 

Keywords 

Occupational safety system; quality indicators; fuzzy 
analytic hierarchy process (fuzzy AHP)  

Summary 

A complex system is any system that contains a large 
number of interactive elements (agents, processes, 
etc.) that have a non-linear resulting behavior and 
usually has a hierarchical self-organization [1, 2]. The 
main problem is the problem of complex system 
modeling and simulation. Therefore, during the 
research of these systems are often used multi-
criteria analysis methods based on expert judgments. 
Occupational safety system consists of various 
elements: employees (with different individual and 
group behavior, habits, and culture), the object of 
labor (material, energy, and information), means of 
production (machinery, equipment, tools) and work 
environment (in which forming material and social 
working conditions). By interactions among the 
elements at various levels are formed different system 
behaviors, often non-linear. Therefore, safety system 
is a complex system. The quality of the system is 
defined by performance and indicators as its 
measures [3, 4]. 
The paper describes the safety system as a complex 
system. We present factors, performance and 
indicators of occupational safety system, as well as 
methods for selection and ranking of occupational 
safety indicators - expert evaluation method and fuzzy 
analytic hierarchy process. The case study was 
performed in road companies in Serbia. 
Indicators of occupational health and safety have 
been investigated by many authors [5-11]. Based on 
these studies and on the basis of their research [3, 4], 
a list of 48 indicators is created. The indicators are 
divided into four groups: technical (11 indicators), 
human (15 indicators), organizational (16 indicators) 
and environmental (6 indicators). Key performance 
indicators are selected on the basis of assessment of 
experts from the Institute of the quality of living and 
working environment "1. May" from Nis. They 
assessed risks in many road companies in Serbia. 
After the selection of key indicators by means of 
expert evaluation (selected 20 of the proposed 48 
indicators), the problem is solved by their ranking with 
fuzzy AHP method.  

The original AHP method developed T. Satty [12]. It is 
a method of multi-criteria decision-making that 
includes both objective and subjective factors, and in 
which the expert evaluation has real numbers. 
However, in many practical cases, the preferred 
model is uncertain and decision makers cannot use 
real numbers to express preferences. Thus, there was 
an expansion of the basic model – the fuzzy AHP 
method [13]. This method allows the use of 
incomplete information and presenting them in the 
form of fuzzy numbers. Using fuzzy numbers to 
evaluate the occupational safety system quality 
indicators allows more realistic view of the problem 
[14]. 
In this paper, fuzzy AHP method was applied by 
means of the following steps: 1 Goal definition; 2 
Identification of criteria, sub-criteria and alternatives; 3 
The formation of hierarchical structures; 4 Pairwise 
comparison using fuzzyfied Satty’s evaluation scale; 5 
Determination of priority vectors using the eigenvalue 
method, fuzzy analysis and the principles of 
aggregation; 6 Defuzzyfication with total integral value 
method and the final ranking of alternatives. 
The problem is represented by a hierarchical structure 
with four levels: the first level is the task (ranking of 
key indicators); the second level are relevant criteria 
(risk, cost, social responsibility), the third level are the 
sub-criteria (technical, human, organizational and 
external factors); and the fourth level are the key 
indicators (20 in total).  
According to the analysis of the results of pair-wise 
comparisons of criteria, sub-criteria with respect to 
each criterion, and indicators within the relevant sub-
criteria, the corresponding priority vectors are formed. 
After the defuzzyfication of the obtained values, the 
following can be concluded: 
1. Safety at work is primarily based on the estimated 

risk. The other two criteria, cost and social 
responsibility are much less significant. 

2. In relation to the risk, human and organizational 
factors are dominant, followed by technical factors 
and environmental factors. Compared to the cost, 
the most important are technical factors, then 
organizational, external, and, finally, human 
factors. Organizational and external factors are 
dominant in relation to social responsibility, 
followed by human and technical factors. 

3. Among the technical indicators, the most important 
indicator is the number of safety levels, among the 
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human indicators - the level of compliance with 
operating procedures, among the organizational 
indicators - the efficiency of safety resources, and 
among the external indicators - the level of safety 
technologies. 

 
The resulting priorities of the sub-criteria are: 
organizational factors, external factors, human 
factors, and technical factors.  
The following resulting rank order of the most 
important indicators is obtained: the efficiency of 
safety resource management; the number of safety 
controls in practice; the level of safety technologies; 
the level of compliance with operating procedures; 
and the proportion of jobs at risk. 
Definition of key indicators of occupational safety 
system, their ranking by suitable methods and 
continuously monitoring and improvement of the value 
of the best ranked indicators improves the quality of 
occupational safety system, and thus the 
competitiveness of the organization [15, 16]. 
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Dragorad Milovanović, Zoran Bojković
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Summary 

The relevant results of information coding theory, 
operational Rate-Distortion framework and 
optimization techniques in research and development 
of advanced digital video codec, are reconsidered in 
this paper. In the first part, we present an evolution of 
methods based on theory of coding with information 
distortion and formulate optimization problems in an 
efficient coding of digital video signals. We selected 
foundamental references in mathematical theory of 
telecommunications, deterministic dynamic 
programming and discrete versions of the Lagrange 
multiplier method, as well as their original applications 
in coding signals. In the second part, we study in-
depth MPEG operational framework of standardized 
hybrid digital video codec. The quantization 
parameter QP is optimized under constraints of 
maximum available bitrate R, in a way that minimize 
MSE distortion D of decoded video. The operational 
parameters of codec are adaptively selected from 
finite set of possible video frame partitions for 
prediction, transform coding and available quantizers. 
Classical coding theory with information distortion 
predicted the existence of the lower asymptotic limit of 
average signal distortion (D) signals under 
constrained average bitrate (R). Practical trade-off 
between the allowed distortion D and available bitrate 
R in designing an encoder, is based on the 
optimization procedure of finding a local optimum 
operational (R, D) points. Standard based encoder 
requires discrete optimization procedure over a set of 
allowed operating parameters as well as additional 
optimization criteria that arise from real-time 
operations (complexity, delay). The goal of 
operational information theory is to find a set of 
operating parameters of the encoder which is optimal 
in R(D) sense, as well as efficient optimization 
procedure based on a fast algorithms solution of the 
full search of parameter’s space [1, 2, 3, 4, 5, 6]. 
We applied an unified approach to the operational 
analysis in computer simulation of three generations 
of MPEG/ITU digital video coding encoders [7]. The 
coding efficiency of HEVC/H.265, AVC/H.264, and 
H.263 reference software implementation is 
compared by means of PSNR distortion measure and 

subjective quality in Internet applications (video chat, 
video conferencing, telepresence systems). Bitrate 
reduction BRr and coding gain CG based on PSNR 
measure and complexity based on encoding/decoding 
time of HEVC MP vs. AVC HP vs. H.263 CHC are 
tested at bitrates of 0.256, 0.384, 0.512, 0.850, and 
1.500 Mbps using the low-delay operational 
constraints typical for real-time conversational 
applications. Low-delay coding are considered by 
selecting operational prediction structures and 
operational options in software configuration of 
encoders. Real-time decoding complexity where 
studied on personal Ultrabook x86-64 computer with 
standard set of test video sequences. The results of 
performance tests for selected format HD720 video 
sequences indicate that third generation HEVC 
encoders achieve equivalent objective D video quality 
as encoders that conform to AVC when using 
approximately 60% less bitrate R on average [8]. 
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Fig. 1  Digital video source coding: perceptual hybrid encoder and operational R-D model [1,2].

 

 
Fig. 2  Operational R-D function is a convex border of  

available (R,D) working points of codec [7]. 

 

 

                      

   

PART_2Nx2N PART_2NxN PART_Nx2N PART_NxN

PART_2NxnU PART_2NxnD PART_nLx2N PART_nRx2N     
Fig. 3  Standardized MPEG-H HEVC / ITU H.265 video 

codec: Block-based hybrid transform-entropy video encoder 
with motion-compensated prediction; Operational ORD 
points for 12 different quantization parameters QP and 
bitrates R in encoding/decoding test sequence Vidyo1; 

Adaptive frame partition into Coding Blocks (CB), 
PredictionBlocks (PB), TransformBlocks (TB) [8]. 

 

  

  

  
 

 
Fig. 4  Simulation results in performance comparison of 

HEVC MP@LD vs. AVC HP vs. H.263 CHC of the HD720 
Vidyo1/2/3 test sequences encoding:  Operational 

Rate(QP)-Distortion(QP) functions PSNRY(BR) and HEVC 
subjective quality gain encoded at bitrate BR~0.512Mbps; 

Coding gain BitRate reduction [Mbps] based on ORD 
function interpolation and PSNR=const.
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Summary 

Scalar quantization is a process of a discretization of 
the current value of the continuous signal along the 
amplitude continuum and it must precede the coding 
[1-6]. The device that is used for scalar quantization is 
called a scalar quantizer. Two basic types of scalar 
quantizers are uniform and non-uniform quantizers 
[4]. A uniform quantizer is characterized by equal 
spacing between discrete amplitude levels and it is 
used in the case when the input signal has a uniform 
probability density function. A non-uniform quantizer 
is characterized by unequal spacing between discrete 
amplitude levels and it is used in the case when the 
input signal has a non-uniform probability density 
function (e.g. speech signal). To reduce the amplitude 
dynamic of signal, the process called compression is 
used. Compression is a process that is equivalent to a 
non-uniform quantization, because the non-uniform 
quantization can be achieved by uniform quantization 
of the previously compressed current values of the 
input signal [1,4]. The most commonly used 
compressor functions are optimal compressor 
function, quasi-logarithmic µ-law and semi-logarithmic 
A-law compressor functions [4]. The advantage of 
optimal compressor function is the maximum value of 
the SQNR (signal-to-quantization-noise ratio), and the 
advantage of logarithmic compressor functions, based 
on µ-law and A-law, is constant value of the SQNR in 
the wide range of the input signal variance. On the 
receiving side of system, it is necessary to restore the 
natural ratio of the amplitude values of the signal, and 
for this reason, the device called expander, which is 
characterized by the characteristic which is inverse to 
the compressor characteristic, is used. Because of 
the very complex practical realization of compressor 
function, and thus its inverse function, its linearization 
must be performed. Thus the quantizer range is 
divided into segments and within each segment the 
compressor function is approximated by a linear 
function [7,8]. In this paper, the linearization of the 

optimal compressor function was done by using a 
method with a variable number of representational 
levels within segments. The significance of this work 
lies in the fact that in order to achieve a better 
approximation of the histogram of probability density 
function of real signals, than in the case of Laplacian 
and Gaussian sources [7,8], the Gaussian mixture 
model, which consists of two Gaussian components, 
was used [4]. This is reflected in the significantly 
higher value of SQNR than in the case of linearization 
of the optimal compressor functions reported in [7,8]. 
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Summary 

Entropy coding is a type of lossless coding to 
compress digital data by representing frequently 
occurring patterns with few bits and rarely occurring 
patterns with many bits. Two most popular entropy 
coding schemes are Huffman coding and arithmetic 
coding [1]. The basic idea in Huffman coding is to 
assign short codewords to those input blocks with 
high probabilities and long codewords to those with 
low probabilities. Extended Huffman coding is the 
procedure of determining the optimal length of 
codewords for blocks of two or more symbols. In this 
paper we concerned with blocks of two, three, four 
and five symbols [1]. 
In this paper we propose a model of the two-level 
scalar quantizer with extended Huffman coding and 
variable decision threshold. We decide that the new 
quantizer model has only two representation levels 
due to small model complexity and the possibility of 
the efficient use of the Huffman coding procedure. 
Variable decision threshold is proposed so the 
representation levels’ assymetry can be achieved. 
The basic idea described in this paper is that, unlike 
to the Lloyd-Max's quantizer, the asymmetry of the 
representation levels is assumed such that to provide 
an unequal probability of representation levels for the 
symmetric Gaussian probability density function 
(PDF) [2], [3], [4]. Representation levels are 
determined from the centroid condition. Variable 
decision threshold is determined depending on signal 
quality that wants to be achieved. The proposed 
quantizer model is optimal when the variable decision 
threshold is equal to zero [1], [2]. The goal of 
designing the proposed model is the approaching of 
the average bit rate to the source entropy as close as 
possible. 
The performances of the quantizer are often 
determined by SQNR [1], [2]. The optimal SQNR 
value of the Lloyd-Max's quantizer having two 
quantization levels is 3 dB for Laplacian PDF, and 
4.3965 dB for Gaussian PDF [2]. Therefore, the 
SQNR range in which we consider the performance of 
the proposed quantizer is from 3 dB to 4.3965 dB, 

that is we considered the range of decision variable t1 
from 0 to 1.2 with step 0.1. 
Comparing numerical results for the proposed 
quantizer and results obtained in case when the 
signal at the entrance of the proposed quantizer is 
described by Laplacian PDF, it is shown that better 
performances are achieved with the proposed 
quantizer model for Gaussian PDF [5]. Also, it is 
shown that with the increase of symbol blocks’ 
number that make one block the average bit rate of 
the proposed quantizer with extended Huffman coding 
converges more closely to the source entropy. 
However with the symbol increase in one block, the 
complexity of designing the proposed quatizer model 
increases too. Therefore it is important to compromise 
between the complexity of designing the proposed 
quantizer model and signal quality that wants to be 
achieved. 
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